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Abstract 
Traffic classification refers to the processes used to categorize traffic based on features in the traffic 

and in accordance with specific classification objectives. In general, there are numerous forests, fields, 

and aims in the classification of internet traffic. Internet service providers must be aware of the types of 

traffic that are sent across their network Classifying Internet applications that are carried by computer 

networks is the specific goal, create a hybrid software classifier that can be applied to the classification 

of Internet traffic. Internet service providers (ISPs) attempt to boost bandwidth as a result of rising 

Internet traffic, but at the same time, more bandwidth is needed for Internet applications. Problems 

arise from the exponential growth of new internet applications using unregistered ports. The new 

programs may also contain a lot of viruses and dangerous code. In recent years, traffic classification 

has drawn more and more attention. With the help of direct and passive observation of the individual 

packets or stream of packets moving over the network, it seeks to provide the capability of 

automatically identifying the program that created a specific stream of packets. Data mining (DM) is a 

method for sifting through enormous databases in search of fresh, obscured, and practical information 

patterns. The knowledge discovery process includes the DM idea. This study employs a variety of 

techniques and functions as a hybrid classification. The foundation of many essential network 

monitoring and controlling jobs, such as billing, quality of service, security, and trend analyzers, is the 

classification of networks flows by their application type. Identification of Internet traffic is a crucial 

tool for network management. It enables operators to more accurately forecast upcoming traffic 

patterns and demand, and it enables security staff to spot unusual conduct. 
 

Keywords: Classifying, hybrid software, internet application, virtual space application, software 

engineering 

 

Introduction 

Internet traffic classification is a technique that identifies applications and protocols of the 

Internet traffic [1] which is defined as the flow of data across the Internet [2]. 

Traffic classification describes the methods of classifying traffic by observing features in the 

traffic, and in line to particular classification goals. There might be some that only have a 

vulgar classification goal, such as bulk transfer and peer to peer file sharing. Some others 

will set a finer-grained classification goal, for instance the exact number of applications 

represented by the traffic. Traffic features included port number, application payload, and 

packet size, inter arrival time and other characteristic of the traffic. There are a large range of 

methods to allocate Internet traffic including exact traffic, for instance port (computer 

networking) number, payload, heuristic or statistical machine learning [3].  

 

Network Traffic Classification Methods 

Traffic classification is the process that categories computer network traffic according to 

various parameters [4]. There are four basic methods that were used in the internet traffic 

classification: 

 Port number method. 

 Deep packet inspection method (dpi). 

 Signatures of network method. 

 Machine learning method [5]. 
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In fact, each of those methods has advantages and 

disadvantages. The following paragraphs give a brief 

description of these methods. 

 

Port Number Method  

This method is basically used the port number to classify 

internet traffic [6]. As known, some of internet application 

use a fixed number [7]. 

(Table 1) shows port numbers of some internet applications 
[8]. 

 

Table 1: Port numbers of some internet applications. 
 

Applications Port numbers 

http 80 

https 443 

DNS 53 

FTP-data 20 

FTP-control 21 

 

Machine Learning Approach 

Have many Positives: and is the most famous methods 

commonly used and a strong method to extract the data and 

describe the structural data pattern and it used Wide 

applications, including search engine (Google). That's all 

about the Internet traffic classification definition and its 

methods now let's moving to the next topic Traffic 

classification was used to describe methods of classifying 

traffic based on features passively observed in the traffic, 

and according to specific classification goals. One might 

only have a coarse classification goal, i.e., whether it's 

transaction-oriented, bulk-transfer, or peer-to-peer file 

sharing. Or one might have a finer-grained classification 

goal, i.e., the exact application represented by the traffic. 

Traffic features could include the port number, application 

payload, or temporal, packet size, and addressing 

characteristics of the traffic. Methods to classify include 

exact matching, e.g., of port number or payload, heuristic, or 

machine learning (Statistics) [13].  

 

Internet applications  

In the field of traffic classification, the term application is 

used for both protocols (such as http) and internet 

application (such as WhatsApp). The common applications 

in the world is a social media applications, chatting, 

searching, find out what is happening in the world such as 

(YouTube, Whatsapp, http browser, twitter, etc.). In this 

project three of these applications (Whatsapp, http, and 

twitter) which commonly used were considered. Due to the 

widely used in any community, the ease of capture, and the 

availability for most customers and users. The following 

paragraphs briefly describe the internet applications. 

 

Whatsapp 

Whatsapp is a proprietary, cross-platform, encrypted instant 

messaging client for smartphones. It uses the Internet to 

make voice calls, video calls; send text messages, 

documents, PDF files, images, GIF, videos, user location, 

audio files, phone contacts and voice notes to other users 

using standard cellular mobile numbers. Whatsapp had a 

user database of over one billion, making it the most popular 

messaging application at the time [14]. 

 

Twitter 

Since its creation in 2006, the micro blogging site Twitter 

has accumulated more than 554 million active registered 

users with 58 million tweets per day. Twitter provides users 

a communication platform to initiate and develop 

connections in real time with thousands of people with 

shared interests. It is also a way to get to know strangers 

who share the details of their daily lives. Every second, on 

average, around 6,000 tweets are tweeted on Twitter 

(visualize them here), which corresponds to over 350,000 

tweets sent per minute, 500 million tweets per day and 

around 200 billion tweets per year [15]. 

 

HTTP 

HTTP (Hypertext Transfer Protocol) is the set of rules for 

transferring files (text, graphic images, sound, video, and 

other multimedia files) on the World Wide Web. As soon as 

a Web user open their Web browser, the user is indirectly 

making use of HTTP. HTTP is an application protocol that 

runs on top of the suite of protocols such as TCP/IP (the 

foundation protocols for the Internet) [16]. 

HTTP provides a general framework to access control and 

authentication, via an extensible set of challenge-response 

authentication schemes, which can be used by a server to 

manage a client request and by a client to provide 

authentication information. 

The HTTP authentication also provides an arbitrary, 

implementation specific construct for further dividing 

resources common to a given root URL. The realm value 

string, if present, is combined with the canonical root URL 

to form the protection space component of the challenge [17].  

 

Problem Statement 

With the increasing of Internet usage, Internet Server 

Provider (ISP) tries to increase the bandwidth, at the same 

time Internet applications requirement increases. The rapid 

increase in the new internet applications that have no 

registered ports creates a problem. In addition, the new 

applications can content many of malicious code and 

viruses. 

The problem is how to classify internet traffic? Is this 

packet that we are interested in? The Internet traffic 

detection has been made more challenging because certain 

application uses dynamic port-negotiation mechanism and 

payload encryption. In addition, another challenge is 

identifying the most appropriate parameters to use in the 

classification phase. 

 

Project Objectives 

Generally, the internet traffic classification has many forest 

and fields and many goals. Internet service provider need to 

know which traffic carried in their network. In addition, 

Internet traffic classification was important in traffic 

engineering, and security issues. 

https://www.mechanicaljournals.com/ijmte
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The specific objective of this project can be summarized in 

the following points: 

 To classify Internet applications which are carried by 

computer network.  

 To analyze and understand the traffic specifications of 

the considered Internet applications (http, Whatsapp, 

and Twitter). 

 To design hybrid software classifier which can be used 

in Internet traffic classification. 

 

Project Questions 

This project tries to answer some questions which are used 

to evaluate the results of the project. These questions are 

highlighted as following: 

 What are the appropriate algorithms within machine 

learning (Weka) program to classify the considered 

applications (http, Whatsapp, and Twitter) and give a 

high performance?  

 What are the traffic characteristics of the considered 

internet applications? 

 What are suitable traffic features (packet size, inter 

arrival time, etc.) that can be used to identify 

considered application? 

 Can we able to design a hybrid classifier base on port 

number and traffic statistical features to classify 

internet applications? 

 

Existing System 

At Saudi Arabia, in most case, traffic classifier not used. 

Only normal router and switches are fixed in the network 

entrances.  

The existing classifier system can be divided into two-part 

DiffServ classifier and port number method classifier. 

 

DiffServ classifier  

 

 
 

Fig 1: Cisco 1006-X Router (Support DiffServ feature) [19] 
 

Differentiated services or DiffServ is a computer 

networking hardware architecture that specifies a simple, 

scalable and coarse-grained mechanism for classifying and 

managing network traffic and providing quality of service 

(QoS) on modern IP networks [18]. 

 

Problems in DiffServ classifier 

When looking deeply in the mechanism of DiffServ, Per 

Hop Behavior (PHB) marks the packet to satisfy DiffServ 

function. The question arises here; what is adequate PHB 

used to achieves the quality of services. In other word, PHB 

was used DiffServ Code Point (DSCP) to mark the packet, 

the question is how to select DSCP to reach End-to-End 

quality of service. Another disadvantage of using hardware 

classifier is the high cost of these devices [20].  

 

Port Number Classifier 

Other existing classifier is Port Number Classifier which 

uses port number method as traffic features (parameter) to 

classify Internet applications. The main advantage of this 

method is the easy of the used. In addition, the speed of port 

number method was very high. 

 

Problems in Port Number Classifier 

 Cannot classify all Internet applications because 

Internet traffic includes more and more applications 

which use dynamic port numbers. 

 Many Internet applications can potentially run on non-

good port numbers. 

 

System Analysis 

Traffic classification has received increasing attention in the 

last years. It aims at offering the ability to automatically 

recognize the application that has generated a given stream 

of packets from the direct and passive observation of the 

individual packets, or stream of packets, flowing in the 

network. 

 

Data Analysis  

Data Flow Diagram 

 Figure2 illustrates the data flow diagram, which includes 

input, the system, and output. The input is internet flow 

packets which can collected from any internet entrance such 

as access point, router, Ethernet, etc. The packets is the unit 

of data that is routed between an origin and a destination on 

the Internet or any other packet-switched network. When 

any file (e-mail message, HTML file, Graphics Interchange 

Format file, Uniform Resource Locator request, and so 

forth) is sent from one place to another on the Internet, the 

Transmission Control Protocol (TCP) layer of TCP/IP 

divides the file into "chunks" of an efficient size for routing. 

Each of these packets is separately numbered and includes 

the Internet address of the destination.  

 

 
 

Fig 2: Data Flow Diagram 
 

The second stage is the system which is the proposed hybrid 

classifier. This classifier is called hybrid because it based on 

two difference classification methods, statistical and port 

methods.  

The output is expected to be the three considered 

applications (Whatsapp, http, and twitter) plus the other 

unconsidered applications which classified as one group. 

 

System Requirements  

Usually we pick Traffic from Wi-Fi or router and then 

https://www.mechanicaljournals.com/ijmte
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entering a period of capturing and we used in these are 

phase program Wire shark which analytical program for 

traffic started our work with capturing and when we process 

the capturing looked brighter large amount of detail, for 

example, time, source, destination, protocol, length and 

information if we opened one package will display detailed 

information about the package and the information is 

displayed at this stage in the form of OSI (Open Systems 

Interconnect) layers and can be expanded or closed, and 

then move on to the stage traffic analytical study which is 

doing rejecting to traffic that we do not need and then move 

on to the stage classification that use the Weka, which is a 

package that open source software contains a set of 

algorithms that help us to analyze and extract data, Weka 

used for data exploration and classification which 

application belong to (Whatsapp, http, Twitter). 

 

 
 

Fig 3: Proposed System Framework 
 

Traffic Measurement (Capturing) 

Measurement of network traffic allows network managers 

and analysts to make decisions about operations and plans. 

Its start to collect or capture data from the applications 

(Whatsapp, twitter, and http) by the capturing program 

Wireshark and the data will be collected in packet its 

possible reach thousands of packets in this phase these 

packets storing in the appropriate flow in the last step it 

compares the number of packets to the information's of 

capture. 

 

Traffic Classification 

The classification will be divided into three phases 

 Manual classification that will depend on the previous 

classification and select the features contained. 

 Training and testing on the packets of data will 

executed in offline classification examines the provided 

data (called the training dataset) and constructs (builds) 

a classification model. The model that has been built in 

the training phase is used to classify new unseen 

instances. 

 Final testing on these packets. 

 

Non-functional requirements  

Performance requirement  

From performance point of view, the proposed classifier can 

achieves high classification accuracy. This because the two 

used traffic features (inter-packet arrival time and packet 

length) always gives a high classification accuracy.  

 

Usability requirements  

The proposed system will be available all the time that it 

will be run. Moreover, the collected traffic can easily save 

and filtering. One type of packet capturing is filtering, in 

which filters are applied over network nodes or devices 

where data is captured. Conditional statements determine 

which data is captured. For example, a filter might capture 

data coming from our Wi-Fi network. 
 

Design Constraints 

The hybrid classifier includes some software and hardware 

requirements. The following paragraphs discuss these 

software and hardware.  
 

Hardware and Software Environment 

Wi-Fi Access Point 

Plug your phone line into your router and data will be sent 

through it. This is converted into radio signals which are 

then picked up by devices with Wi–Fi capability, such as 

PCs, tablets, smartphones and games consoles. To connect 

to your router, you will be prompted to enter a password on 

the device you’re using. This is usually supplied by your 

ISP and can be found on the bottom of the router. This tends 

to be a series of numbers and letters, designed to offer 

heightened security and protect your network from being 

used by others illegally [20]. 

 

Packet Analyzer (Wireshark)  

A packet analyzer (also known as a network 

analyzer, protocol analyzer or packet sniffer, for particular 

types of networks, an Ethernet sniffer or wireless sniffer) is 

a computer program or piece of computer hardware that can 

intercept and log traffic that passes over a digital network or 

part of a network [23]. As data streams flow across the 

network, the sniffer captures each packet and, if needed, 

decodes the packet's raw data, showing the values of various 
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fields in the packet, and analyzes its content according to the 

appropriate RFC or other specifications. Packet capture is 

the process of intercepting and logging traffic [24]. 

Wireshark is a data capturing program that understands the 

structure of different networking protocols. It's an open 

source tool for profiling network traffic and analysis 

packets. Typically, will display information in a panel. Is 

doing a capture to all packets that pass through specific 

network card and coping the contents that passing then 

analysis it [25]. 

 

 
 

Fig 4: Wireshark Interface. 

 
Machine Learning Tool 

Machine learning is a type of artificial intelligence (AI) that 

provides computers with the ability to learn without being 

explicitly programmed. Machine learning focuses on the 

development of computer programs that can change when 

exposed to new data.  

In this project, Waikato Environment for Knowledge 

Analysis (Weka) are used as machine learning tools. Weka 

is a data mining/machine learning tool developed by 

Department of Computer Science, University of Waikato, 

New Zealand. In addition, Weka is open source software, so 

there is no need to pay any cost to use this tool.  

 

Smart Devices 
A smart device is an electronic device, generally connected 

to other devices or networks via different wireless protocols 

such as Bluetooth, NFC, Wi-Fi, 3G, etc., that can operate to 

some extent interactively and autonomously. Several 

notable types of smart devices are smartphones,  

Smart watches, smart bands and smart key chains. The term 

can also refer to a device that exhibits some properties of 

ubiquitous computing, including-although not necessarily-

artificial intelligence. 
Smart devices can be designed to support a variety of form 

factors, a range of properties pertaining to ubiquitous 

computing and to be used in three main system 

environments: physical world, human-centered 

environments and distributed computing environments [22]. 

 

Network Router  

A router is a networking device that forwards data packets 

between computer networks. Routers perform the traffic 

directing functions on the Internet. A data packet is typically 

forwarded from one router to another router through the 

networks that constitute the internetwork until it reaches its 

destination node. 

A router is connected to two or more data lines from 

different networks. When a data packet comes in on one of 

the lines, the router reads the address information in the 

packet to determine the ultimate destination. Then, using 

information in its routing table or routing policy, it directs 

the packet to the next network on its journey. This creates 

an overlay internetwork. 

The most familiar type of routers are home and small office 

routers that simply pass IP packets between the home 

computers and the Internet. An example of a router would 

be the owner's cable or DSL router, which connects to the 

Internet through an Internet service provider (ISP). More 

sophisticated routers, such as enterprise routers, connect 

large business or ISP networks up to the powerful core 

routers that forward data at high speed along the optical 

fiber lines of the Internet backbone. Though routers are 

typically dedicated hardware devices, software-based 

routers also exist [22]. 
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Fig 5: Network environment of proposed system 

 

Figure 5 illustrates the network environment of the proposed 

system which show that the access point (Wi-Fi) received 

the internet and distributed to the surrounding devices. 

The data was passing through the AP router which supports 

capture process. This AP can connect to different networks. 
The data we capturing by using Wireshark program. This 

project considers and analyze the traffic of three types of 

applications (What's app, Twitter and Http, In the next stage 

Weka program was used to be classify the considered 

application in two stages training and testing (see section) 

 

Algorithms to be used  

Data Mining (DM) is a technique which is used to find new, 

hidden and useful patterns of knowledge from large 

databases. From statistics, artificial intelligence and data 

warehouses, it is very easy to design methods and 

procedures to classify the data for the use of real-world 

applications. DM concept is actually part of the knowledge 

discovery process [26] 
Many of classification algorithms has been proposed by 

several researchers in the field of classification applications 

and investigated data using decision tree algorithms. They 

used these algorithms to predict classification of breast 

cancer data. They selected classification algorithm to find 

the most suitable one for predicting cancer [27]. 

This project used ten algorithms to training the hybrid 

classifier. These algorithms come from two categories Tree 

and Rules.  

 

Tree Category 

Decision tree learning is a method commonly used in data 

mining [27]. The goal is to create a model that predicts the 

value of a target variable based on several input variables. 

The following paragraphs explain the seven algorithms of 

the tree category which used in this project. 

 

J48 Algorithm 

J48 tree algorithm: Every aspect of the data is to split into 

minor subsets to base on a decision. J48 examine the 

normalized information gain that actually the outcomes the 

splitting the data by choosing an attribute. 

The splitting methods stop if a subset belongs to the same 

class in all the instances. J48 constructs a decision node 

using the expected values of the class. J48 decision tree can 

handle specific characteristics, lost or missing attribute 

values of the data and differing attribute costs. Here 

precision can be increased by pruning [28]. 

 
Simple Cart Tree Algorithm 
Simple Cart method is CART (Classification and 

Regression Tree) analysis. CART is abbreviated as 

Classification and Regression Tree algorithm. It was 

developed by Leo Breiman in the early 1980s. It is used for 

data exploration and prediction also. Classification and 

regression trees are classification methods which in order to 

construct decision trees uses historical data. CART uses 

learning sample which is a set of historical data with pre-

assigned classes for all observations for building decision 

tree. Simple Cart (Classification and regression tree) is a 

classification technique that generates the binary decision 

tree [29]. 

 

Random Tree Algorithm 

Random Tree is a supervised Classifier; it is an ensemble 

learning algorithm that generates many individual learners. 

It employs a bagging idea to produce a random set of data 

for constructing a decision tree. In standard tree each node is 

split using the best split among all variables. In arandom 

forest, each node is split using the best among the subset of 

predicators randomly chosen at that node. Random trees 

have been introduced by Leo Breiman and Adele Cutler. 

The algorithm can deal with both classification and 

regression problems. Random trees is a collection 

(ensemble) of tree predictors that is called forest. 

 

RepTree Algorithm 

RepTree uses the regression tree logic and creates multiple 

trees in different iterations. After that it selects best one 

from all generated trees. That will be considered as the 

representative. In pruning the tree, the measure used is the 

mean square error on the predictions made by the tree. 

Basically, Reduced Error Pruning Tree ("REPT") is fast 
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decision tree learning and it builds a decision tree based on 

the information gain or reducing the variance [29-30]. 

 

Random Forst Tree Algorithm 
Random forests or random decision forests [30-31] are an 

ensemble learning method for classification, regression and 

other tasks, that operate by constructing a multitude of 

decision trees at training time and outputting the class that is 

the mode of the classes (Classification) or mean prediction 

(Regression) of the individual trees. Random decision 

forests correct for decision trees' habit of over fitting to their 

training set [32].  

  

J48graft Tree Algorithm 

Although simple methods of selecting appropriate trees have 

typically been considered advisable, tree grafting differs in 

that this process works on the assumption that similar 

objects are very likely in the same class. Tree grafting 

therefore attempts to generate superior classification models 

at the expense of producing highly complex trees [33]. 

 

BFTREE Algorithm 

Judeay described the best-first search which searches up to 

the collected point and additional knowledge about the 

problem domain. It expands the most promising node 

chosen based on specified rules [34]. 

 

Rules Category  

The following paragraphs explain the three algorithms of 

the tree category which used in this project. 

 

JRIP rules classifiers 

JRip (RIPPER) is one of the basic and most popular 

algorithms. Classes are examined in increasing size and an 

initial set of rules for the class is generated using 

incremental reduced error JRip (RIPPER) proceeds by 

treating all the examples of a particular judgment in the 

training data as a class, and finding a set of rules that cover 

all the members of that class [35]. 

 

PART Classifier 

PART (Partial Decision Tree) [36] is an indirect technique for 

constructing classification rules. 

 

RIDOR Classifier 

Ripple down Rule learner (RIDOR) is also a direct 

classification method. First and foremost, it constructs the 

default rule and then produces the exceptions for the default 

rule with lowest error rate [36]. 

 

Project Management Strategies 

Identification of network traffic is crucial in network 

management and monitoring purposes. Nowadays port 

based and payload-based classification methods have 

become inadequate as many applications use dynamically 

allocated port numbers, masquerade to be another 

application by using some standard port number or use 

encryption to avoid detection [37-38]. Internet traffic 

management, also known as application traffic management, 

refers to tools that monitor the flow of Web application 

traffic over a network. These tools route traffic among 

multiple devices within a network, limiting delays and 

freeing bandwidth,[ Classification management is the way 

in which decisions relating to organizational structures and 

the work value of jobs are managed [39-40]. 

In this project we have applications (http, watts, twitter) we 

work on them to capture the traffic and we need to install 

the watts and twitter on the computer so that the capture 

process on the same device, and the capture process at the 

same time as it is working on it, And also http when we look 

at websites, and the location of the capture is at the 

university or home so that there is a certain number of 

people connected online. 

Each application has a different capacity (the amount of data 

transmitted) by capture per second, computes the data each 

application carries, and in the capture process we capture a 

large number of traffic. 

We control and manage these applications during the 

capture process and when editing the data that was captured. 

In our project, we defined two types of data to work on, the 

length and time of each application. 

 

Development Method  

Network traffic classification can be used to identify 

different applications and protocols that exist in a network. 

(Shaikh and Prof. Dr. D.G. Harkut)  

This research works as a hybrid classification and uses 

many methods as follows: 

First method is by using port numbers. This method is Fast 

and low resource-consuming. It is supported by many 

Network devices. It does not implement the application-

layer Payload, so it does not compromise the users' privacy. 

It is Useful only for the applications and services, which use 

fixed Port numbers since easy to cheat by changing the port 

Number in the system.  
 

 
 

Fig 6: Hybrid Classification Methods. 

 

Second method based on statistical classification which 

relies on statistical analysis of attributes such as packet sizes 

and packet length and packet inter-arrival times. It often 

uses Machine Learning Algorithms as Part, J48Grft, J48, 

Random Tree, or Random Forest. This technique is fast 

technique compared to port-based classification. It can 

detect the class of yet unknown applications. (Shaikh and 

Prof. Dr. D.G. Harkut) 

 

Future Enhancements plans 
Offline Classification 

In this section we will capturing the data on the wireshark 

program and modify the packets (delete & underestimated) 

then the classify and run the algorithms will done in the 

weka program and each stage is managed in a specific way 

and each stage in this section takes place at different times 

and this task is called the training task. 
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Online Classification 

This section is different from the previous section because 

the two stages of capture and classification will be done 

simultaneously and will be in the Matlab program, which 

will classify the data that was captured on the wireshark 

program. Matlab will know the applications that used and 

compare between their data and distinguish each application 

from the other through its special port number. The task is 

called a testing task. 

 
The obstacles that will face us in online section 

Several obstacles will face online classification. First: it is 

very difficult for wireshark program in the online section to 

do the data capture and then classification at the same time 

because the large number of packets and information that 

contained. The Matlab program cannot be modified or 

underestimated these packets as we did in the section of the 

offline. Here we want to compare the data of both sections. 

This hybrid classifier can enhance to be used as online 

classifier. 

 

System design 
System Architecture and Program Flow 

 

 
 

Fig 7: System Architecture of Hybrid Classifier 
 
Classifying network flows by their application type is the 

backbone of many crucial network monitoring and 

controlling tasks, including billing, quality of service, 

security and trend analyzers. Internet traffic identification is 

an important tool for network management. It allows 

operators to better predict future traffic matrices and 

demands, security personnel to detect anomalous behavior, 

and researchers to develop more realistic traffic models. 

Classification have several shortcomings. These limitations 

have motivated the study of classification techniques that 

build on the foundations of learning theory and statistics. 

Our method is based on a hybrid. The proposed classifier is 

both fast and accurate, as implied by our feasibility tests, 

which included implementing and intergrading statistical 

classification into a real time embedded environment. 
The data testing phase is a MATLAB stage where it is 

online. When the process is picking up the tracks and the 

process of rating if this path is (http, twitter, WhatsApp) at 

the same time. If the whole classification process goes 

through the previous two stages and in the same order of 

stages. 

 
Major Modules: This project includes three types of 

modules, capturing, classification, and regulation 

 

Modules 1: Network Traffic Capturing: In this project the 

data was collected from the applications that’s manually 

runs through network and from located device. Three types 

of Internet application (http, twitter, WhatsApp) will be 

captured. This means in our machine (computer or mobile) 

only the considered applications will be run. Based on this 

filtering the collected data will be known. 

 

Modules 2: Network Traffic Classification 

Characterization of Internet traffic has become over the past 

few years one of the major challenging issues in 

telecommunication networks. Network traffic measurement 

has recently gained more interest as an important network-

engineering tool for networks of multiple sizes. 

In this project a hybrid classifier was proposed. This 

classifier is based in two common classification methods 

port and statistical methods. In statistical classifier, two 

traffic features (inter-packet arrival time and packet length) 

was used as parameter to classify the three considered 

applications (http, twitter, WhatsApp). The common port 

was used (such as 80 for http) was used in port method 

classifier.  

 

Modules 3: Network Traffic Management 

Network traffic management is applied to ensure that 

networks operate efficiently, fixed-line and mobile internet 

service providers (ISPs) can restrict or ration traffic on their 

networks, or give priority to some types of traffic over 

others during peak periods or more generally. 

The three considered applications can be easily controlled. 

This means, network administrator can close any one of this 

application or can increase/decrease the bandwidth.  

 

Sub modules: The three major modules discussed in this 

section can be divided in some sub modules. The following 

paragraphs discuss these sub modules 

 

Environment of Capturing of the considered 

applications: As mentioned before, this project considers 

three type of applications (http, twitter, WhatsApp) 

Http Traffic was capturing by preparing appropriate 

environment. This means only http traffic was run during 

traffic capturing.  

 

 
 

Fig 8: Http traffic capturing environment 
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WhatsApp traffic was captured by using Whatsapp for web 

software. This software was installed in a laptop which used 

as the first part of the communication. The second part of 

the WhatsApp chatting/call is normal smart phone. The 

generated traffic between these two parts was captured and 

collected. 
 

 
 

Fig 9: WhatsApp Traffic capturing Environment 
 

Twitter traffic was captured on the laptop by using twitter 

application directly on the smart phone which log into 

internet through the laptop that works as a hot spot wireless 

router. 

  

Features selection: In the first step of classification, Packet 

Inter arrival time and packet length were selected as features 

for Weka machine learning classifier. The advantage of 

selecting of only two features is reducing. 

 

Training data: The data here will be simple, modified and 

sometimes few because the two phases of capture and 

classification are done at different times. And we will delete 

some columns and reduce the number of pacifiers to 

facilitate the classification in the Weka program and the 

important columns at this stage is (time - length - app-name) 
 

Testing data 

At this stage, the data will be more detailed and many 

packets because the capture and classification will be 

performed at the same time . So, that the data is taken after 

the capture process in the Wireshark program immediately 

participate in the MATLAB program to classify and arrange 

and compare data and identify applications by the special 

port number. So, the data will be many without deleting or 

reducing the number of columns and packets. 

 

Validation 

This project designed hybrid software classifier which was 

able to identify three types of Internet application (http, 

twitter, WhatsApp). The proposed hybrid classifier was 

implemented and tested by using real internet traffic.  
 

Traffic Capturing 

Figure 10 illustrate the capturing of the three considered 

applications (http, twitter, WhatsApp). Wireshark software 

was used to capture and analysis these applications traffic. 

The capture file contains a large number of packets, 

carrying information and data about the captured application 

(source, time, length, etc.). In the end we have 3 files from 

the Wireshark, one for each application. 

During the capture process, manually only the needed traffic 

was generated and captured. This means, all the other 

Internet traffic was prevented from generated traffic. Even 

the windows and applications update were closed. 

 

 
 

Fig 10: Traffic capturing of the considered applications 
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CSV File Editing 

In the next stage, the Wireshark file was saved in CSV 

(Comma separated values). Microsoft Excel was used to 

open and edit this file. Two types of file were prepared 

training and testing file. In the end of the preparation of 

training data, only three columns were saved which include 

packet length, time, and application named.  

On the testing file preparation, the third column includes 

port number instead of application name. Figure 11 shows 

the testing file.

 

 
 

Fig 11: CSV testing file editing 

 

Weka Machine Learning 

Weka open source was used as machine learning tool. The 

CSV file which prepared in the previous step was used to 

prepare Weka file. Notepad++ was used to add Weka header 

which is definition of the variables and data that used in 

Weka. Note that this file combines the datasets of three 

applications (http, twiter, whatsapp), each application 

includes three attributes (length, time and class). 

Arff file was opened using Weka software. In Weka the 

following operations was applied: 

 Select the training option out of the other options 

 Apply the classification using the ten selected 

algorithms  

 Record the results of the classification of each 

algorithm 

 Copy the rules of the algorithm with the best accuracy  

(Random Tree Algorithm) and saved into Word file. 

 

MATLAB Hybrid Classifier 

Based on step four in previous section, the rule of Random 

Tree was copied and saved in Microsoft Word file (figure 

13). This rule was prepared to be used by MATLAB which 

are involved in if else statement. The code of hybrid 

software classifier was written in MATLB and the prepared 

rules were added to this code. Figure 14 shows the hybrid 

classifier code in MATLAB software. 

The hybrid classifier is directly saved the classification 

results of testing file in Excel file. This is done by using of 

xlswrite function. Figure 5.8 shows the classification result 

in Excel file. 
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Fig 12: Weka software environments 
 

 
 

Fig 13: MATLAB rules preparation 

Implementation Results 

 
Table 2: Illustrates number of packets which used in training and testing stage for each of the considered application. 

 

Application Number of training packets Number of testing packets 

http   

WhatsApp   

Twitter   
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Fig 14: Hybrid classifier code in MATLAB 
 

 
 

Fig 15: Classification result in Excel file. 

 

As mentioned before the hybrid classifier makes his 

decision based on the decision of both statistical and port 

classifier. Table 3 show rules how the hybrid classifier 

makes his decision.  
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Table 3: Hybrid classifier decision 
 

Statisticdec Portdec Hybriddec 

xx xx xx 

xx yy xx 

xx Unknown xx 

Unknown yy yy 

Table 4: Example of classifier decision 
 

Statisticdec Portdec Hybriddec 

http http http 

http WhatsApp http 

http Unknown http 

Unknown WhatsApp WhatsApp 

 
Table 5: Illustrate a comparison between ten Weka algorithms 

 

Accuracy 
Twitter Whatsapp Http 

Algorithms 
FP TP FP TP FP TP 

93.1667% 5.7% 92.6% 0.3% 90.5% 4.4% 96.4% PART 

93.1% 5.1% 91.9% 0.9% 92.2% 4.4% 95.2% SimpleCart 

93.0667% 4.5% 91.1% 0.9% 92.1% 5.1% 96% REPTREE 

93% 4.3% 89.4% 2.3% 94.3% 3.9% 95.3% Randomforst 

92.9% 4.5% 90.1% 1.3% 92.4% 4.9% 96.2% BFTREE 

92.7% 5.3% 91% 0.6% 91% 5.1% 96.1% J48GRFT 

92.6% 5.3% 90.9% 0.7% 91% 5.2% 95.9% J48 

92.6333% 4.2% 89.8% 1% 91.4% 6% 96.7% JRIP 

92.5% 4.7% 89.4% 3% 94.4% 3.7% 93.7% Randomtree 

92.4333% 4.7% 89.7% 1.8% 92.1% 4.9% 95.5% Ridor 

 

The comparisons done between two of Weka categories tree and Rules. In addition, the True Positives (TP) and False Positive 

(FP) of each application were recorded. 

 

Gantt chart 

 

 

Fig 16: Gantt chart. 
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